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Abstract

In the design of practical combustion systems, ensuring safety and reliability is an important requirement. For in-
stance, reliably avoiding lean blowout, flame flashback or inlet unstart is critical for ensuring safe operation. Cur-
rently, the science of predicting such events is based on prior experience, limited modeling or diagnostic tools and
purely statistical approaches. Even though computational and experimental tools for studying combustion devices
have vastly advanced in the last three decades, the analysis of such failure events has not been pursued widely. While
the use of data for model development and calibration is being widely accepted, the extension to failure events in-
troduces numerous challenges. In particular, the focus here is on so-called data-poor problems, where the cost of
generating data is extremely high and is not easily amenable to existing computational and experimental approaches.
Data-poor problems are particularly relevant when related to extreme events (also called anomalous events) that can
lead to catastrophic failure of the system. It is argued that transient events that describe such failure can have different
causal mechanisms. To develop the scientific inference process, a classification of such problems is used to deter-
mine specific modeling paths as well as computational tools needed. Research opportunities in the emerging field of
extreme event prediction are highlighted in order to identify critical and immediate needs.
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1. Introduction: Scientific inference in the age of data

The deluge of data, broadly in society and specifically in engineered systems, has prompted new research direc-
tions which is altering our perspective on engineering and related sciences. In the field of turbulent combustion, such
data can come from machines in operation, as well as experiments and high-performance computations designed to
study basic processes. The use of such disparate data to create and validate models or obtain new theories is broadly
classified as data sciences. While data sciences, which include the use of machine learning (ML) and artificial in-
telligence (AI), have both positive and negative effects on society, they originate from fields that are not based on
physics. This includes language translation, online advertising, and image recognition, where arguably more sophisti-
cated AI-based approaches have replaced statistical inference. The popularity of these tools has heralded a new push
towards using similar ML techniques in physical sciences. For instance, there has been a rapid increase in the use of
neural networks to model specific fluid mechanics-related physics (discussed in [1, 2]). However, to see the long-term
impact of data sciences, it is essential to have a more in-depth look at what new information can be obtained from the
data-driven process compared to the conventional scientific process. More specifically, it is important to recognize
where data can be useful, and what types of problems are appropriate for such data-based modeling.

In combustion science, the use of data for inferring models started with assimilating experimental measurements
to calibrate kinetics models [3–6]. It has since been used for model calibration [7] and turbulent combustion model
inference [8]. More broadly, such data assimilation has also been used for detecting sensor faults in gas turbines [9],
devising control loops for internal combustion engines [10], and for building digital twins of physical devices [11].
In all these cases, data is assumed to exist and its use is limited to the calibration of models that can predict some
physical process or device performance over a range of conditions. In other words, much of this development is in the
context of interpolation. The novel aspect of data-driven models is that because large amounts of data are available,
models can be directly inferred from data rather than merely calibrating model parameters. Of course, the true value
of prediction is in extrapolation, at conditions for which prior data does not exist. Currently, such an extrapolation is
fundamentally not feasible.

In this context, Raman and Hassanaly [2] defined three categories of problems in combustion science based on the
availability of data: A) data-rich problems where the deluge of data requires special processing tools to identify critical
features, B) data-sufficient problems which follow the traditional scientific inference process and produce predictive
models that may be used with high-performance computational tools, and C) data-poor problems that are yet to be
tackled by conventional or data-driven inference processes.

Category A describes the problems that use machine-learning tools currently, focusing more on identifying fea-
tures within vast amounts of data that are being generated by operational devices such as gas turbines or internal
combustion engines. A review of such tools is provided in [2]. For this class of problems, the primary use is in
predictive analytics. In other words, repeated decisions that need to be made for a large number of systems (fleets of
aircraft, for instance) are readily handled by machine learning tools. Alternatively, such tools are useful for the control
of complex systems, where predictive tools can be used for actuation purposes. In both cases, detailed physics-based
models are not tractable due to the time available for decision making, and fast-executable tools based on classification
or regression are needed.
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Category B problems focus on the design of new combustion devices, for which a hierarchical validation process
is necessary to establish the credibility of models. For instance, the flamelet concept has been used in a variety
of configurations and was found to yield remarkably accurate predictions [12]. The modeling activity organized
around target flames [13–17] for which models have been gradually refined and extended to more and more extreme
computational scales (by increasing the number of degrees of freedom). These two trends (model refinement and
increase in computational scale) are illustrated in Fig. 1. It shows the evolution of prediction error for a target partially
premixed turbulent jet flame, the Sandia D flame [13], which has been commonly used to test new combustion models
and techniques. All the results shown were obtained using large eddy simulation (LES) data published between 2005
and 2018. The values of the quantity of interest (QoI) chosen to compare different simulations are shown close to
the axial location where partial flame extinction occurs, at x/D = 15, where x is the axial location, and D is the
jet diameter. The error between the predicted CO mass fraction and the experiments are plotted at different radial
locations against the number of degrees of freedom used in the simulation.

Such validation tests are central to the category B problems, which allows new designs to be simulated by building
trust in the models. The validated models are now integral to the design process and are used alongside experiments
to advance new propulsion concepts. However, the data shown in Fig. 1 also paints a different picture. Although
computational models have become increasingly complex, and the computational expense has gone up, there is not a
significant convergence in the accuracy of the methods. This saturation in the modeling accuracy has led to the use of
more simple models (RANS or simple combustion models) instrumented with tools for uncertainty quantification that
aids in the decision-making process [18]. If the complexity of high-fidelity computational models over simpler models
is deemed not worthy for practical applications, it raises doubt about the current direction of modeling regarding
category B problems. While this question requires exploration by itself, this topic is beyond the scope of the current
discussion.

Figure 1: Experimental and numerical mismatch in percentage of CO mass fraction at x/D = 15 for different radial locations. The mismatch is
plotted against the number of degrees of freedom (DoF) used in the following computations: [19]; [20, 35K particles]; [21]; [22]; [23];

[24]; [25]; [26]; [27]; [28]; [20, 175K particles].

Instead, the focus here is on category C problems. In the broader world of modeling and computational sciences,
there has not been equal attention to category C problems, those with limited availability of data. Herein lies an
opportunity for HPC, since the limited access to data makes any detailed computation extremely valuable. As the
treatment of category B problems mature, there is an increasing need to focus on this newer class of problems, which
are often not amenable to the same modeling, numerical and experimental treatment. The focus of this paper is to
identify in what contexts data-poor problems are relevant, and to review existing computational tools than can form
the basis of a new inference cycle for the combustion community.

This article is based on a preceding work [29]. While the topics discussed are similar, there are some fundamen-
tal differences between these two works. The current work provides a more comprehensive definition of data-poor
problems, distinguishing them from extreme and rare events (which form a subset). Further, a discussion on the need
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for computational tools for such problems has been added. The central aspect of this work is the classification of
events, which allows different computational approaches to be used. This classification of extreme events has been
reformulated to represent the span of feasible causal mechanisms. Within each class of events, the use of advances
from machine learning has been added as appropriate in order to reflect recent trends.

2. Data-poor problems, extreme events and rare events

The lack of data in any engineering problem is driven by two considerations: the perception of risk of failure of the
system and the cost of generating the data relative to its value associated. For instance, if measuring the temperature
at the exit of the combustor can improve performance but the cost of sensors in a high-temperature high-pressure
environment is large, then such data collection may not be pursued. While this choice may only affect fuel efficiency,
there are other design choices that can lead to calamitous outcomes, as evidenced by the 2019 Boeing 737 Max events
[30]. In most instances, conservative choices are made such that the possible occurrence of such events is minimized.
As discussed below, such choices may only decrease the perceived and not the actual odds of such events. Hence, the
ability to unbiasedly estimate failure risk but at acceptable cost will be of immense value. As a quantitative example,
consider that in 2015, 61 airline companies reported spending on average $513M on fuel and oil [31, p.7]. Decreasing
by 5% the fuel expenditure would save on average $25M per airline per year. The goal of category B research is
to advance such a fuel-efficient engine concept. Meanwhile, replacing a single new Airbus A320 that experienced a
failure costs about $100M [32]. The overall cost of a failure can actually far exceed the price of the lost device when
one takes into account indirect costs (increase of insurance prices, loss of reputation). Fortunately, such failures are
rare due to the conservative design choices. However, when these failures do happen, the system is complex enough
that no two failures may have a common root cause. As a result, learning only from experience may not suitably
reduce future risk of failure. It is necessary to have tools and techniques that can robustly quantify risks in any design.
At a more fundamental level, simulation and design tools used to develop new vehicle concepts should be able to
estimate the possibility of failure, preferably from a physically-descriptive modeling approach.

It is important to note that the notion of failure need not be limited only to catastrophic outcomes. More broadly,
the interest is in understanding non-deterministic outcomes given a set of operating parameters and controllable inputs
to the system. The discussion below casts category C as the study of such risk estimation.

2.1. Illustrative examples of extreme events

Extreme events (also referred to as anomalous in the rest of the manuscript) in engineering are marked by large
excursions of a device from its design point. Although combustors are usually designed to be resilient to extreme
conditions, turbulent combustion is not free of extreme events which can expose the device to catastrophic failures
and expensive/unacceptable human and/or financial losses. As a starting point, consider these examples (shown in
Fig. 2):

• One of the critical issues in scramjets is the stabilization of the shock structures in the pre-combustor region,
termed as the isolator section. Since scramjets lack turbomachinery for compression, shocks are essential for
maintaining flame stability in the combustor section. Under certain conditions, the shock structures inside the
combustor can be ejected, leading to a total loss of compression, which is called engine unstart [33]. This event
leads to catastrophic failure of the device.

• At lean operation of both aircraft and stationary gas turbines, there is an increased chance of flame blow-out
[34]. If the fuel flow rate is reduced faster than the compressor response time, it can lead to conditions that
cannot sustain a flame. Since flame blow-out can have disastrous consequences, reliable relight procedure is
required for aircraft [35]. The relight procedure introduces a pocket of high energy fluid (a spark) into the
engine while injecting liquid fuel [36, Chap 5.11]. Depending on the flow properties next to the spark (the level
of turbulence and the fuel-air mixing), the engine can either reignite or remain extinguished. As a result, the
ignition process is described probabilistically given a set of operating conditions for the engine.

• In order to limit carbon emissions in stationary gas turbines, hydrogen-enriched combustion could be con-
sidered. For example, syngas is used in integrated gasification combined cycle (IGCC). While it decreases
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pollutant emissions and facilitates carbon capture and storage [37], hydrogen use has a negative impact on the
stability properties of the flame [38]. In particular, the fuel-air mixture can be so reactive that the flame may
not remain in the combustion chamber but instead, propagate upstream [39]. In swirl combustors, for example,
the flame can take advantage of the low near-wall velocity to creep upstream into the fuel-air mixing chamber.
The premixing chamber is typically not designed to support the presence of high-temperature gases and can be
damaged because of the flashback.

Figure 2: Top left: Streamwise velocity contours from LES of an isolator during unstart. Time advances from top to bottom. Reprinted from [40]
with permission of American Institute of Aeronautics and Astronautics (AIAA). Top right: Sequence of line of sight measurement of OH∗ during
successful ignition (top) and ignition failure (bottom). Time advances from left to right. Reprinted from [41] with permission of American Society
of Mechanical Engineers (ASME). Bottom: LES of boundary layer flashback in a premixed swirl combustor. The red iso-surface indicates the
flame location. The arrows indicate the flow direction. Time advances from left to right.

Each of the above examples can result in a complete failure of the combustor. The most direct solution is to con-
sider design choices that remove such events. However, this is not a fail-proof approach for two main reasons. First,
turbulent systems are chaotic, which implies that certain events cannot be reproduced easily to determine the causal
mechanism. Understanding an extreme event requires identifying what infinitesimal perturbations could lead to an
extreme event, and be able to track its evolution. Second, combustor physics contain a large range of scales (typically
from molecular scale to meters), and the devices themselves are coupled with a multitude of other components in the
flow path. Therefore, a system can fail or reach an unwanted state in a myriad of ways. All such paths cannot be
exhaustively accounted for during design. More critically, it may not be possible to thoroughly search all such possi-
bilities, since certain events may be catalyzed by conditions that are present only during operation. For instance, the
effect of operational cycles on the combustor or particular changes to fuel composition may not have been anticipated
during the design phase. As a result, even a conservative design based on known failure modes cannot completely
guarantee that all paths to failure have been identified.

2.2. Rare events and extreme events in relation to data-poor problems

To define the scope of the paper in relation to extreme and rare events, the definition of such events is provided in
below. Since labeling problems as rare or extreme is a subjective choice, the boundaries between different classes of
problems cannot be precisely defined. However, it is useful to identify what attributes of a problem make it suited for
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a data-poor type of analysis. Here, these attributes are the probability, the severity and the observational cost of the
events.

Figure 3 schematically illustrates the type of problems that enter the scope of the paper. These problems are tied
to extreme events and rare events, which are defined as follows. An event is characterized as extreme only based
on its severity (Figure 3, left). However, not all extreme events are relevant in a design. In particular, an extreme
event is relevant only if it occurs often enough to be a cause of concern in terms of an estimated impact, monetary or
otherwise. For example, if an extreme event that causes cabin turbulence with a probability lower than once every ten
flights, it may be considered less important for design purposes. However, if an extreme event leads to engine failure,
it is relevant even if it occurs less than once every 103 flights. The relevance of an extreme event is a function of its
probability and severity of impact.

In turn, rare events refer to low-probability events. There is no probability level that universally defines a rare
event. Instead one can consider that an event is rare when the overall observational cost is so large that a specific
procedure is required to induce this outcome. For example, if an event has low probability but can be analyzed with
random observations, then it is not considered to be a rare event. On the other hand, if an event has a higher probability
but the cost of each observation of the system is so high that random observations are not sufficient for the analysis,
then these types of events are rare events. Here, these events are labelled as data-poor problems (Figure 3, right).

Since data-poor problems have a high observational cost, they are valuable if studied when they are associated
with high severity, i.e., extreme events. However, the opposite is not true. While extreme events are rare through
design choices, there is no necessity that such events always occur with low probability. For example, in the early
stages of design, it is not uncommon to expect a high-probability extreme event. In fact, non-rare extreme events
are useful to gain a fundamental understanding of the mechanism that leads to an extreme event (see Sec. 4.2.2). In
practical applications, the relevant problems are at the intersection of the class of data-poor problems and extreme
relevant problems.

Figure 3: Illustration of the relation between rare and extreme events: (Left) extreme events depends on their severity. If the extreme event has too
low probability, it may not be relevant. (Right) rare event are events that require a special treatment to be sampled either because they occur with
low probability or because the observing the system is costly. Problems that are relevant, extreme, but also data-poor are the focus of this work.

2.3. The importance of computational tools

Traditionally, computational tools have been used to facilitate the observation of certain quantities of interest
more rapidly than what experiments would allow, and also at a lower cost. In the context of extreme event analysis,
computational tools may actually have no substitute. For example, if one is interested in the stability properties of a
system, it is not possible to characterize the effect of perturbations using experiments only, since the state of the system
cannot be controlled. Furthermore, if extreme events drive the system towards an irreversible state (by damaging the
system), experimental investigations can only allow a few observations. As a result, very limited experiments exist
for the problems mentioned above [33, 39, 42]. It is important to note that even when such experiments exist, only
certain types of events can be probed. As will be discussed below, there are many types of failure events, and these
can arise from different sources.
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High-performance computing can play a key role in the analysis of data-poor problems. As opposed to data-
sufficient problems where a lot of information is already available and low-order models have had time to mature,
the physical mechanisms that drive extreme events are not well understood. Hence, accurate and detailed datasets
can be invaluable for gaining a deeper understanding. Moreover, the questions posed by data-poor problems may not
be suited for conventional low fidelity tools. For instance, consider the case of boundary layer flashback. Currently,
available computational fluid dynamics (CFD) tools such as large eddy simulation (LES) and Reynolds-averaged
Navier Stokes equations (RANS) can predict the average velocity of the flame front during a flashback. However,
these methods will fail if the following question is posed: what is the fastest flashback velocity possible, or more
formally, what is the distribution of flashback velocities possible? Even LES, which considers unsteady evolution of
the turbulent flow, only represents a phase-averaged trajectory of the system [43, 44]. The validity of existing models
depends on the predictive questions that pertain to the given extreme event.

Such events pose a formidable and relevant challenge not only in turbulent combustion but also in many other
scientific communities, such as geophysics [45]. Over the past decade, significant advances have been made in probing
these events, both from a mathematical perspective [46–52] and from applications perspective [53–58]. However,
a comprehensive understanding of the nature of extreme events in complex nonlinear systems is still unavailable.
With this background, the objectives of the paper are as follows: a) establish a classification of extreme events in
turbulent combustion-related applications based on their causality (Sec. 3); b) survey the tools available to answer
questions related to extreme events, and identify the limits of these tools for their application in the context of turbulent
combustion (Sec. 4); c) highlight research opportunities in the emerging field of extreme events (Sec. 5).

3. Classification of extreme events

So far, extreme events have been related only to severity, which is not sufficient in dealing with the causal agents
that drive such behavior. In order to understand the modeling issues, it is necessary to identify the different types of
extreme events. The classification discussed below seeks to address this issue.

3.1. The need for a classification

Before embarking on the classification of extreme events, it is useful to recognize the need for this categorization.
There are three broad benefits:

• Understanding the causality of extreme events helps determine their impact on practical devices. For instance,
if the lack of precise knowledge of operating conditions leads to certain extreme events, one can then increase
precision or design a more conservative device that can withstand the anomalies created by this uncertainty.
Such classification or taxonomies are widely recognized as an approach to decompose complex problems. An
interesting example can be found in Ref. [59] which recognized that to improve worker’s error rates in factories,
mistakes should not be only labeled as “human errors” but analyzed further to establish causality. This was
achieved by introducing a classification of errors that precisely pointed out what needed to be improved.

• Causal classification allows identification of open questions and appropriate channeling of scientific efforts. As
will be discussed in the following sections, there exist anomalies of various kinds, and their triggering mecha-
nism can be grouped into a handful of categories where the analysis of different anomalies of the same group
could be approached similarly. From a practical standpoint, this would encourage modelers and experimenters
to gather data about certain anomalies.

• Provide a starting mechanism for the inference cycle [60]. In other words, extracting the events that have
similar causal mechanisms can be used as the start of the abduction phase. This aspect is particularly interesting
when machines can comb through data from practical devices and other disparate sources to identify patterns
or features for such events. This autonomous search for causal mechanisms is an important component of
the discussion below. In social sciences, the abundance of information of various kinds that cannot be treated
efficiently by humans has encouraged the creation of algorithmic tools for decision making that are based on
such classifications [61, 62]. In fact, many machine learning algorithms can be recast as classification algorithms
that partition information based on the similarity of features.
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3.2. Dynamical systems-based classification of extreme events
Prior reviews of extreme event mechanisms [45, 63] were motivated by geophysics applications. In these cases,

extreme events (oceanic waves, heavy rains, landslides, etc.) occur spontaneously, and their existence is known. As
will be explained below, some cases in turbulent combustion bear resemblance to these events, which allows capitaliz-
ing on advances achieved in these fields. However, other types of extreme events caused by different mechanisms also
play a significant role in turbulent combustion. Here, extreme events are classified based on their causality with the
goal of highlighting where methodologies applied in other scientific fields can be put to use, and where new methods
need to be developed.

The classification is formulated by utilizing a dynamical systems approach for describing combustion systems.
Mathematically, the state of the system is considered to be an infinite-dimensional vector (also called state-vector)
ξ ∈ E (E being an infinite dimensional space called phase space) that evolves according to the evolution equation F
given in its simplest form by:

dξ
dt

= F (ξ, ζ); ξ(t = 0) = ξ0, (1)

where ξ0 is the set of initial conditions for the state-vector, and F is the operator that describes the time-evolution of
the system. Typically, the operator F is obtained from physics principles. In the present work, the focus is on fluid
systems, and the functional form of F may be derived from the conservation of momentum. Note that the operator F
can depend on variables ζ that are independent of ξ. For example, ζ can refer to boundary conditions or an external
body force. From a practical point of view, ζ also contains the operating conditions denoted by I . In general, I is
a set of macroscopic inputs, such as pressure, mass flow rate, or fuel-split in multi-injection combustors. With this
notation, the time evolution of the dynamical system can be described by the trajectory of ξ in E.

In practice, a finite-dimensional discretized version of the governing equations is used using spatial discretization.
The dimension of a dynamical system is the number of degrees of freedom. In turbulent combustion applications, the
dimension can easily reach O(109). For any given dynamical system, a quantity of interest, q, that characterizes the
presence of an anomaly may be defined. While q is considered a scalar, a vector list of observables may also be used.
q is defined as

Q : E → R
ξ 7→ q = Q(ξ)

There are two distinct assumptions made in this characterization. First, it is assumed that the dynamical system is
deterministic, which implies that the future state of the system is determined only by ξ0 and F . An important corollary
is that trajectories in phase space never cross. For two trajectories that are distinct at time t0 (i.e. ξ1(t0) , ξ2(t0)), if
one can find two subsequent times t1 and t2 with t2 > t1 > t0 such that ξ1(t1) = ξ2(t2), then the trajectories of ξ1 and ξ2
are the same, and are only delayed from one another. Second, it is assumed that the governing equations themselves
are invariant with time. In Sec. 3.3, both these assumptions will be discussed and relaxed.

The dynamical behavior of the system is central to this work. Indeed, the deviations from “normal behavior” that
the system experiences are the events of interest. The behavior of the system depends on the part of the phase space
that it traverses. As a consequence, the system may exhibit different q based on the initial conditions. While turbulent
systems never reach a steady-state, the dynamics of the system may be bounded to a subspace of the phase space [64–
66]. The unsteadiness of the long-time behavior is mostly governed by the inertial forces while the boundedness of
the subspace is due to the dissipative nature of the equations, along with the thermodynamical constraints. The system
never spontaneously escapes this subspace which is called an attracting set [67]. The attracting set can be composed
of different disjoint attractors. This means that for the same governing equations, multiple stable conditions can be
observed. For instance, a scramjet can be stable in a “started” configuration or an “unstarted” configuration if the
right perturbation is applied to it [40]. More trivially, both the ignited and extinguished states are thermodynamically
reachable depending on whether an ignition source of sufficient strength is present. If several disjoint attractors are
present, the path from a given initial point to a specific attractor depends on its basin of attraction, which contains all
initial conditions that produce a trajectory ending on the same attractor.

Extreme events can then occur in different parts of the phase space. These events are triggered by many different
causal mechanisms, including the presence of disjoint attractors. The classification below is based on these triggering
mechanisms.
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3.3. Causality classification of extreme events

The description of extreme events provided in Sec. 3.2 is general but does not describe how extreme events may
manifest in practice. To better approach the problem of extreme events, a classification based on their causality is
proposed. Three main types of extreme events are isolated and illustrated using turbulent combustion problems.

3.3.1. Type I: Extreme events associated with a controllable state
The Type I events represent the reliable behavior of complex devices. Here, for any given macroscopic operating

condition I , the output is precisely known. In other words, there is a direct connection between the input state and
the output state. When such behavior is observed, it is possible to develop a map that relates input to output variables,
either through experimental or computational procedures. Once this map is known, the device can be operated within
boundaries such that unwanted output states are not observed. For most combustion systems, such an operating map
is devised in order to approximate the stability limits.

Here, operating conditions I themselves could lead to unwanted regimes, where potentially catastrophic behavior
is possible. Most studies of combustion instabilities and transient phenomena in combustion devices have focused on
Type I events due to their easy reproducibility. In particular, Type I events can be readily studied using experiments,
since the outcomes are directly dictated by the operating or boundary conditions at a macroscopic scale (such as
pressure, inflow velocity, boundary layer thickness, etc.), and can be precisely controlled and/or measured. Type I
events are also leveraged to collect data about a particular phenomenon with a limited number of observations. For
example, the experimental work related to the problem of boundary layer flashback that was mentioned in Sec. 2.1 falls
in the category of the Type I problems [39]. There, the flashback (the extreme event) is triggered with a probability
equal to 1 by increasing the global equivalence ratio (one of the macroscopic inputs of the system). Other experimental
studies of scramjet unstart fall in the same category [33]. There, an unstart (the extreme event) is triggered with a
probability 1 by a sudden change in the flow outlet condition.

The dimension of I is denoted by dI , and is typically much smaller than that of the dynamical system. The fact
that these inputs are sufficient to guarantee the output state shows that either a) there occurs a drastic reduction in the
true dimensionality of the system, or b) the output variables are insensitive to much of the state-space of the dynamical
system.

3.3.2. Type II: Extreme events associated with a non-controllable state
Type II events are related to the imprecise control of the state of the system using the limited set of input parameters

I available. In other terms, for a fixed set of input parameters, the system can adopt many different states among
which, some can lead to extreme events.

First, an anomalous behavior can stem from imprecise knowledge of the initial conditions of the system. Turbu-
lence is a typical context in which this uncertainty would arise. Only macroscopic features of the flow are precisely
controlled, while small scale turbulent fluctuations of the flow field are not. In initial conditions-driven anomalous
events, a finite time horizon is considered. In other words, the short-time evolution of the system matters. More
formally, let Q be some threshold for the observable, and T be some time threshold. During normal operations, q > Q
for t = T . During an anomaly, q ≤ Q for t = T . Such behavior is illustrated in Fig. 4. Most initial conditions lead to
normal operating conditions, but at times, an extreme event can be encountered with a low probability (highlighted in
blue in the figure).

A practical turbulent combustion example is the relight problem mentioned in Sec. 2.1. Here, the flame blows
out at some operating condition, typically at high-altitude, and a relight procedure is initiated. Fuel is pumped into
the combustor, and an igniter is used to send in high-enthalpy gases that can ignite and stabilize a flame. Both
experimental [42] and simulation studies [68, 69] show that uncertainty in igniter output, turbulence state, and fuel-air
mixing can lead to failed ignition events. Figure 2 (top right) shows the ignition outcome in a lab-scale experiment at
fixed operating conditions. Variations in initial conditions lead to ignition success (top) or ignition failure (bottom).
In other terms, the output cannot be solely controlled with the controllable input parameters.

Second, an anomalous behavior can stem from imprecise knowledge of the boundary conditions of the system.
This aspect is particularly important for open systems with turbulent boundary conditions. Typically, the mass flow
rate through a burner would be known, but the time-dependent turbulent structures entering the domain cannot be
prescribed. This imprecision leaves room for extreme events to occur.
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Figure 4: Illustration of the an anomaly driven by initial conditions. Most of the initial conditions lead to a quantity of interest in the normal
operating range q > Q for t = T ( ). Some initial conditions with low probability can lead to a rare and extreme event ( ).

For instance, in swirl premixed burners, it was observed that at lean equivalence ratios, a flame could oscillate
between two states: one attached to the nozzle and another detached from the nozzle. This process is illustrated in
Fig. 5. There are several possible explanations, including aperiodic high strain rates that cause flame extinction near
the base [70], or variations introduced near the boundary due to variations in turbulent inflow [71]. While the first
cause would be classified below (spontaneous burst, event type III-A), the latter cause will lead to a Type II event. As
a result, even for nominally identical operating conditions, different steady states as well as transitions between these
states are feasible.

Figure 5: Illustration of the flame transition in a swirl premixed burner with OH PLIF contours taken at the combustor mid-plane. The OH contour
denotes the flame location. Left: flame attached to the combustor nozzle. Right: flame detached from the combustor nozzle. Adapted from [72]
with permission of Taylor & Francis Ltd (www.tandfonline.com).

3.3.3. Type III: Extreme events associated with the nature of the system dynamics
Type III events are related to the nature of the attracting set in which the system evolves. Pathological subspaces

may exist as part of the attracting set, thereby allowing extreme events to occur. Compared to Type I events, while
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varying macroscopic conditions may change the shape of the attracting set and suppress potential extreme events, the
design constraints do not allow such variations. Compared to Type II events, even in the case of a fully determined
system (in terms of boundary conditions and initial conditions), extreme events may still occur. Different pathologies
for the system dynamics can be identified and are discussed below.

Type III-A: Spontaneous bursts
Here, the QoI exhibits intermittent bursts that are periodically encountered, with a non-fixed period, and charac-

terize the long-term behavior of the system [65]. In other terms, these extreme events are naturally encountered by the
system as they are part of the underlying dynamics. This behavior is illustrated in Fig. 6 (left). Note that the frequency
of such events can be extremely low, i.e., they can be low probability or rare events.

In the turbulent combustion parlance, such events are termed intermittent behavior. For instance, soot formation
in gas turbine combustors can be highly intermittent. An illustration of this behavior is provided in Fig. 6 (right).
The instantaneous contour of soot volume fraction in a swirl combustor at different times is shown and highlights
this intermittent behavior (here the spatial and temporal localization of soot concentration). The production of soot
can be considered an extreme event as the system is required to locally encounter specific conditions over extended
periods of time [73–75]. Experiments of practical combustors showed that such behavior is central to the production
and transport of soot [76].

Figure 6: Left: Illustration of the attractor A of a dynamical system that exposes the system to spontaneous bursts. When a trajectory encounters
the blue region, an extreme burst occurs. Because this region is part of the attractor, this burst occurs periodically during the life time of the system.
Right: Instantaneous soot volume fraction snapshots at the center plane of a swirl combustor every at different times. Reprinted from [74] with
permission of American Society of Mechanical Engineers (ASME).

Similarly, premixed combustors can exhibit macroscopic transitions that can be categorized as spontaneous bursts.
At fuel-lean conditions, the flame front can, for example, oscillate between “V”- and “M”-shapes [77, 78] (Fig. 7).
Such transitions can be detrimental to the efficiency and the durability of the combustor [79]. Since the flame topology
controls the spatial distribution of heat flux to the walls, these transitions may expose walls to large heat loads.
Numerical simulations conducted in non-swirling flames by Huang and Yang [80] suggested that this behavior is a
spontaneous process that occurs due to the interaction between the flame and the walls of the combustor.

Outside the field of turbulent combustion, this type of events has received considerable attention. In oceanic
engineering, the formation of rogue waves has been studied [54] and was shown to be a spontaneous event using an
analogy with the non-linear Schrödinger equation (NLSE). Other examples of such spontaneous transition in turbulent
flows are extensively discussed in Ref. [81].

Type III-B: Sensitivity to external shocks
Some configurations can reach multiple steady states at identical operating conditions, but the transition between

these states cannot occur without an external force (shock) of appropriate magnitude and orientation in the phase
space of the dynamical system. In a more general setting, external shocks can also refer to the modification of input
parameters I of the system, which can be interpreted as a variation of initial conditions as illustrated in Fig. 8. One
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Figure 7: Variation of flame topology that can be encountered in a swirl combustor. The flow goes from the bottom to top. The flame can
alternatively stabilize in a V-shape (left) or M-shape (right). Images are captured using flame chemiluminescence. Reprinted from [77] with
permission of American Society of Mechanical Engineers (ASME).

way through which the impact of initial conditions can manifest is hysteresis. A common occurrence of this type
in combustion is in the thermoacoustic response of combustors [82]. When pressure oscillations and heat release
are in phase, an amplification of the fluctuations can occur, leading to catastrophic failure of the device [83, 84].
However, it has been shown that when the operating point of the system is slowly varied, the device can reach the same
set of operating conditions without exhibiting thermoacoustic instabilities [85]. Figure 9 shows the RMS pressure
fluctuations for the same combustor where the operating equivalence ratio is varied. It is seen that for identical global
φ, two states are possible based on the trajectory taken.

This hysteresis phenomenon can be explained by the fact that for specific equivalence ratios, there exist two
irreversible stable conditions. Depending on the initial conditions (the direction along which equivalence ratio is
varied), the system stabilizes in either one of these states. In combustion problems, hysteresis is not only limited
to swirl combustors but has also been observed numerically for droplet vaporization. Figure 9 (right) illustrates this
effect with the map of the evaporation rate of a droplet as a function of the Reynolds number of a crossflow. It was
found that two different vaporization rates can be observed depending on the direction along which the Reynolds
number is varied [87]. The two steady states are obtained based on the history of the device traversing a basin of
attraction in Fig. 8. Since the attractors are disjoint, the system will reach one of the attractors based on the initial
conditions chosen.

Type III-C: Sensitivity to continuous perturbations
In describing any flow configuration, the extent of the domain and physics that is modeled is limited to ensure com-

putational tractability. In this regard, even if the governing equations are fully known, the system is not completely
described due to the impact of external factors. In such systems, the propagation functional F does not completely de-
scribe the state of the system. This implies that the state space of the system and the structure of the attracting regions
are not precisely known or obtainable. Type III-C events occur due to the imprecise definition of the functional form
of the governing equations F . Such systems can be considered as stochastic processes (as opposed to deterministic
processes), where a continuous stochastic (or random) forcing term represents the effects of the unmodeled physics.

For instance, Popov et al. [88] studied the onset of thermoacoustic instabilities due to variability in the acceleration
of a rocket. Stable and unstable behaviors of this system are shown in Fig. 10, along with the spectrum of the rocket
acceleration leading to this behavior. The system used there was not deterministic as the perturbations could be neither
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Figure 8: Illustration of the phase space in which a dynamical system evolves. The space is partitioned between two attractorsA1 andA2 of basin
of attraction B1 and B2. The arrows denote the time evolution of the dynamical system. Initial conditions are denoted by red dots when they are
attracted byA1 and blue dots when attracted byA2.

reasonably assumed to be known a priori, nor are functions of the solution. In other studies unrelated to combustion
applications, the effect of continuous external perturbations was also investigated for the stall of rotorcraft [89]. Sim-
ilar to the thermoacoustic instability due to the acceleration of a rocket, the rotorcraft is exposed to atmospheric flow,
which contains some level of variation. These variations act as external perturbations and can eventually lead to the
stall of the rotorcraft (an extreme event). Modeling the physics including the external airflow would be intractable.
Instead, the system’s dynamics are assumed to be continuously affected by external perturbations.

As a final remark, it is noted that the system dynamics can evolve over time depending on wear or damages
incurred during operations. As a result, the function F changes with continued use of the system, which can introduce
dynamics that is not present in the original design. In turn, the long-term behavior of the device would change making
it susceptible to Type III events.

Based on the above discussion on the different classes of events, a summary is provided in proposed in Tab. 1. In
particular, the three main factors are the trigger mechanism, the structure of the attracting set in phase space, and the
sensitivity of the output of interest to either macroscopic variables or the state of the system. In Tab. 1, I refers to
the input macroscopic parameters of the system, Q is the quantity of interest, ξ is the state of the system, ζ are the
boundary conditions of the system, δ notation refers to small perturbations, A = {Ai} is the attracting set where Ai

are possibly disjoint attractors, and F are the governing equations.

4. Computational tools for extreme events

The classification above showcases the different paths to observing anomalous events in systems. However, these
paths alone are not indicative of the type of analysis required. In other words, different classes of anomalous events
may be present at different stages of the scientific inference process. The questions answered by the analysis depend
on the specific engineering needs. This section aims at clarifying what the word prediction entails in the context of
extreme events. With this discussion in mind, the rest of the article describes relevant questions and the computational
tools that can be used for data-poor problems.

4.1. Predicting anomalous events
Just as the definition of an extreme event is non-unique (Sec. 2.2), the notion of “prediction” also can be considered

in different ways. In fact, the question that is posed will determine not only the algorithms used but also the level of
expert input needed. Below, a nominal set of prediction targets for engineering applications are first discussed.
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Figure 9: Left: Stability maps of a swirl combustor as a function of the equivalence ratio for two different swirl angles. Arrows indicate the
chronological order of measurements. Reprinted from [86] with permission of the author. Right: Illustration of the multistability phenomenon for
droplet vaporization. In the transition regime, two different vaporization rates are possible at fixed operating conditions. Reprinted from [87] with
permission of Begell House.

Table 1: Classification of extreme events.

Type I Type II Type III-A Type III-B Type III-C

Trigger I δξ0 or δζ None External shock δF

Attracting set Non-relevant Non-relevant Existence
of pathology

Disjoint attractors | δA
δF
| � 1

Output sensitivity Q(ξ,I) ≈ Q(I ) | δQ
δξ0 | � 1

or | δQ
δζ | � 1

∃ξc ∈ A,

| δQ
δξ |ξc

� 1
| ∆Q
∆Ai
| � 1 | δQ

δA
| � 1

The goal of computations may be defined as follows:

• Establish a stability map: When extreme events are fully controllable via the input parameters (Type I events),
the goal is to find the set of parameters that leads to non-extreme conditions, while not hindering the perfor-
mances of the device. In other terms, the goal is to establish a stability map for the combustor. The stability
map is then used by the operator to use the device in safe, yet efficient conditions.

• Predict for real-time control: In practical systems, actuation can be used to push the system away from an
anomalous event predicted sufficiently ahead of time. However, for computational tractability, this requires
that precursors for such events be identified using a projection of the state-space. This problem is relevant for
Type II and Type III events, where one may want to avoid an imminent unstable behavior.

• Estimate the probability of an event: For design purposes, it is useful to determine the probability of encounter-
ing a pre-determined anomalous event. It can help determine whether an extreme event is actually relevant for
the design, including design considerations to improve the robustness or resilience of the device. For instance, if
for safety reasons the ignition time for high altitude relight should not exceed T , then estimating the probability
P(Tig > T ), where Tig is the time needed to ignite the engine, is a useful design metric. This problem is relevant
for Type II and Type III events, where uncertainty about the initial or current state or the dynamics suggests
treating QoIs as random variables with given probability density function.
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Figure 10: Pressure history of stable (top) and unstable (bottom) configuration in a model rocket engine exposed to different accelerations. The
acceleration acts as an external perturbation that can drive the system to an unstable behavior (here, an acoustic instability). Reprinted from [88]
with permission of American Institute of Aeronautics and Astonautics (AIAA).

• Predict unobserved events: A truly remarkable use of computational tools will be the ability to predict previ-
ously unobserved anomalous events. While the exploration of the state space is feasible in many engineering
domains, the large dimensionality of a turbulent flow combined with a low probability of traversing certain
regions makes it difficult to obtain such events through Monte Carlo type random searches. Since this problem
suggests that the unobserved event is not known yet, it is not adherent to a particular type of event, but is appli-
cable to all extreme events in general. However, the likely events that will be targeted are Type III, where one
may want to identify unstable parts of an attracting set.

• Bound quantities of interest:
Safeguarding against failure is one of the primary design constraints. In this sense, being able to predict the
worst outcomes possible, or more precisely, providing bounds on quantities of interest would be a valuable tool.
Predicting bounds on quantities of interest is valuable for all events but might be particularly relevant for Type
II and Type III events, where uncertainty about the initial or current state or the dynamics induces a range of
possible values for the QoI and drives the extreme event.

• Revise a design:
If a given design gives rise to an extreme event, it could be advantageous to revise the design in order to make
extreme events not occur anymore. For this purpose, it is necessary to understand the cause of the extreme
event, i.e., analyze its trajectory in phase space. This prediction target is valuable for all the types of events.

4.2. Survey of computational tools
In this section, the available computational tools that could be used to tackle the target questions listed above are

surveyed. Importantly, the relevance of these computational tools for turbulent combustion problems is evaluated.
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This point is crucial as many of the available tools are often tested only on low-dimensional canonical problems, and
are not tailored for combustion-related physics. Hence, applicability to the set of equations that govern reacting flow,
as well as scalability to high-dimensional problems that result from a numerical discretization of these governing
equations should be considered. The different approaches are listed in a table at the beginning of each subsection,
along with requirements and advantages of the methods, and detailed discussion is provided underneath.

4.2.1. Establish a stability map

Table 2: Overview of computational methods that establish stability maps.

Establish a stability map

Method Ref. Advantages Requirements

Edge marching [90] Efficient in high-dimensions

Observations of instabilities
and smoothness of the map

Edge parameterization [91] Efficient with low number of samples

Polynomial annihilation [92, 93] Limited geometric specification

Support vector machine (SVM) [94] Arbitrary edge topology,
very few points needed

Stability maps are of interest for Type I events, where the outcome is fully controllable by the set of input pa-
rameters I . Here, the main goal is to precisely find the edge between safe and unsafe operating conditions in the dI
parameter-space, where dI is the dimension of I which can be expected to be O(10). An overview of methods to
construct stability maps is provided in Tab. 2.

Not all combinations of input parameters can be tested due to observational cost, and the stability map must be
constructed with the smallest possible set of data points. This is still a case of a data-poor problem. Determining the
envelope of stable operating conditions can be recast as edge detection, which has been popularized by the field of
image recognition [95], and has since been extended to engineering applications. Techniques such as edge marching
[90] have demonstrated a linear dependence of the number of points required with the dimension of space. In the same
vein, parameterization techniques for the geometry of the edge were demonstrated and showed how a balance between
cost and accuracy could be achieved [91]. Often, these methods require an indicator function for the discontinuity. In
particular, the polynomial annihilation indicator, which is null everywhere except near a discontinuity, has received
significant attention in the past [93] and it has been demonstrated for up to 6 dimensions [92]. Building upon the
polynomial annihilation method, an additional technique was recently introduced, and uses support vector machine
(SVM) to approximate discontinuities [94]. It has the advantage of invoking a limited set of assumptions about the
structure of the edge. In particular, disconnected unsafe regions of the parameter space (see Fig. 11) can be identified,
and it requires two orders of magnitude less function evaluations than Ref. [90, 93] to identify a discontinuity. In terms
of scaling, the number of training samples grows exponentially with the number of dimensions, but sub-exponential
scaling can be achieved at the expense of minimal accuracy loss. Finally, we note that data-driven methods that
identify boundaries between stable and unstable modes may face numerical issues in the case where there exist more
stable than unstable data points. This issue is known as “class imbalance” and can be addressed via data augmentation
or data selection [96–98].

The computational efficiencies of the methods mentioned in this section are all dependent on the number of
dimensions of the input parameter space dI . In order to decrease the number of experiments required to find the edge
between safe and unsafe conditions, it can be beneficial to reduce the number of relevant dimensions. Methods such
as active subspace [99–102] and global sensitivity [103–105] analysis can be useful in that regard.

For combustion applications, stability maps could be useful for predictable events that can be triggered with
macroscopic quantities (Type I events). For example, if a boundary layer flame flashback [39, 106] is triggered by
the global equivalence ratios, mean temperature or pressure, one can establish a stability map to identify “safe” and
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Figure 11: Estimation of the discontinuity in a two dimensional space between two different labelled output (blue dot and red dots). Dashed line is
the exact edge. Solid line is the approximated edge after 120 iterations. Adapted from [94] with permission of SIAM. Copyright 2014 Society for
Industrial and Applied Mathematics. All rights reserved.

“unsafe” modes. Acquiring the “unsafe” data could be done either via simulations or in representative lab-scale
combustors.

4.2.2. Predict the occurrence of an extreme event
Real-time or close to real-time predictions of extreme events are particularly useful when an alternative course of

action can be used to avoid catastrophic consequences. In the context of the classification, such predictions are most
useful for Type II, Type III-A, and Type III-C events, which are endemic to the system. Since fast predictions are
needed, direct solution of the dynamical system (Eq. 1) is not useful, but some reduced form that still captures the
mechanism for the generation of anomalous events is preferable. An overview of methods to predict that an extreme
event will occur is provided in Tab. 3.

However, long-time predictions in chaotic systems are particularly challenging since even small initial variations
can lead to large changes in outcomes (butterfly effect). This problem is central to weather forecasting [114–116],
where limited initial observational data are used to predict future precipitations or the trajectory of a hurricane. It is
only possible to make predictions over finite time horizons, where the growth in initial uncertainty is still not large,
although this time horizon is not straightforward to estimate since it depends on the system considered and the quantity
of interest.

At the moment, predictions can be made using precursors, which are variables that can be tracked and can indicate
an imminent an extreme event:

• Ad-hoc precursors: For systems where the mechanism for the production of extreme events is well-understood,
it is possible to derive precursors based on the general knowledge of the system. As an example, Cousins
and Sapsis [107] derived precursors for the occurrence of rogue waves by separating each wave group and
performing a Gabor transform, which quantifies the rate of change of the energy of waves. For turbulent
combustion applications, similar precursors have been defined, for example in the case of the swirling flame
detachment already mentioned in Sec. 3.3.2. This premixed swirling flame was shown to detach from the
nozzle intermittently. Several experimental investigations [70, 71] found that the flame detachment event was
correlated with the existence of a precessing vortex core (PVC). Therefore, as a precursor of flame detachment,
it was proposed to track the asymmetry of the flow field. This kind of precursor could only be obtained because
prior knowledge about the flame detachment mechanism exists. The main disadvantage of this approach is its
lack of generality. Advantages include its robustness and interpretability. Arguably, there is no well-defined
cost for the methods shown here. The bulk of the cost is driven by the collection of relevant domain knowledge.
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Table 3: Overview of computational methods able to forecast extreme events.

Predict ahead of time

Method Ref. Advantages Requirements

Gabor precursor [107]
Interpretable and
easily measurable

Domain knowledge
System properties precursor [70, 71]

Optimally Time-Dependent (OTD)
modes

[52, 108]
No prior knowledge

of instability mechanism

Observe full system

Variational probing [51] Define realizability,
observe full system

Supervised data-based [109]
Mesurable

Observe many instabilities

Semi-supervised data-based [110] Artificially generate instabilities

Projection [111] Observe no instabilities Large differences with
normal conditions

Clustering [112]

Measurable Observe many instabilities

Trajectory identification [113]

• Systematic precursors: For systems where little is known about the onset of the extreme event, the ad-hoc
strategy is not suitable and should be replaced by a more systematic procedure. The search for systematic
precursors has attracted a lot of attention in the dynamical system community. Using the so-called “opti-
mally time-dependent” (OTD) modes [52], precursors of extreme dissipation events could be predicted for
Kolmogorov flows [108]. In order to obtain r OTD modes, r + 1 direct numerical simulations (DNS) are nec-
essary. In the case of Kolmogorov flow, r = 2 was found sufficient to derive precursors [108]. More recently,
Farazmand and Sapsis [51] formulated an optimization problem to find the optimal system state that grows the
fastest over a short period of time. In particular, this rate was constrained to trajectories that lie on the attractor,
which allows for the prediction of spontaneous bursts. This methodology was applied by Blonigan et al. [117] to
predict extreme dissipation in turbulent channel flows. Here, a precursor based on the distance to the optimum
was shown to be successful at predicting the occurrence of the extreme event. While these high-dimensional
examples are comparable to turbulent flow systems, the methodologies rely on the knowledge of the governing
equations and produce precursors that require being able to observe the entire state space. As a result, the
practical implementation of such tools may be difficult.

An alternative is the type of precursors that were obtained by Gotoda et al. [109] to predict the onset of thermoa-
coustic instabilities. The approach used experimental data to fit a predictive model of the pressure oscillations
in a lab-scale combustor. However, the construction of this precursor requires a large amount of data which
makes this method well-suited for those cases where low-probability events can still be adequately observed.

With the emergence of techniques able to accurately classify datasets, it may be tempting to naively use such
tools to distinguish anomalous behavior from nominal conditions. However, if anomalies have low-probability,
these methods may fail as the anomalous class may be underrepresented. One could use semi-supervised learn-
ing, i.e. training a generative model [118, 119] able to enrich the data by generating anomalies. Nevertheless,
the anomalies generated will necessarily be similar to the ones in the original dataset and may not be represen-
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tative of all possible anomalies. Careful assessment of such methods is still sparse [110] at the moment.

Another data-based approach consists of training a model that performs well only when exposed to normal
data. When exposed to anomalies, the model will then perform poorly which can be used as an indication that
the system entered an anomalous mode. For example, Schlegl et al. [111] construct an encoding of normal
data on a low dimensional space. When projecting anomalous data on this same space and reconstructing it,
discrepancies appear. The advantage of such a method is that the model only needs to see normal data, which
are observed with high-probability. However, since extreme events can originate from small discrepancies, it is
unclear whether it will be possible to detect extreme events early enough.

• Predictive reduced-order models: Using available observations of the system, one can also build a reduced-
order model that can predict the evolution of the quantity of interest over a certain horizon time. The output
of the model is richer than a simple anomaly indicator since a time-varying picture can be extracted. Given
arbitrary observations, it may not be straightforward to derive a physics-based equation. Instead, data-based
tools have been formulated to approximate the trajectory of the system in phase space. These tools can be
used as reduced-order models to predict the future outcome, recognizing that in most systems only a small
part of phase space can be measured or simulated. For example, the cluster-based reduced-order modeling
approached introduced by Kaiser et al. [112] identifies patterns (or clusters) in the flow field and allows for
the generation of a transition matrix that gives the probability with which a pattern transitions to another (see
also the seminal work of Ref. [120–122]). Other approaches rely on similar clustering techniques to detect
anomalies ahead of time by classifying the type of trajectory that a system follows [113]. If a sufficient amount
of data capturing the transitions is gathered, these methods can provide a reasonable prediction of the future
state of the system. However, the collection of data points is arguably the main driver for the cost for these
techniques. Clustering itself has been successfully demonstrated in large dimensional systems [123]. Along the
same lines, other reduced-order modeling techniques have gradually emerged (see [2] and references therein)
with the perspective of enabling real-time prediction. In the context of data-poor problems, these methods
would work if the extreme-event is artificially made more frequent (by triggering it in a surrogate system that
emulates the real process) and well-instrumented. For example, if the extreme-event is studied in a lab-scale
combustor [72], data that characterize the anomaly can be used to study the phase space trajectory, and later be
used on a realistic case. However, just like for any data-driven model, translating conclusions from a lab to a
real case is not straightforward.

For practical systems, predicting the onset of an instability is useful when it is known that an instability exists
and cannot be avoided. Most engineering applications involve stable designs that avoid such instabilities. In pursuit
of efficiency gains, combustion applications will eventually exploit edges of stability maps where one may transition
towards an extreme event. Considering again the example of boundary flame flashback mentioned in Sec. 4.2.1; if one
decides to operate the combustor near the estimated stability edge, flame flashback may occur at some future time.
The ability to predict such an event will allow operating the combustor near the unstable boundaries.

4.2.3. Compute the probability of an event
In the design phase, the probability of extreme events is a valuable metric for all types of events. Such computa-

tions have been extensively studied in statistics and dynamical systems fields (see, for example, the review of Morio
et al. [133]). In the body of work cited, while the rare events are not necessarily extreme, the techniques address
specifically the problem posed by the event rarity. An overview of methods to estimate the probability of a rare event
is provided in Tab. 4.

Formally, the computation of the probability of encountering an extreme event is noted as γ = P(Q(ξ > Q)),
where Q is an extreme threshold for the QoI. Monte-Carlo methods provide the most direct approach to estimating
this probability. Typically, if the extreme event is driven by uncertainty in initial conditions that leads to an extreme
event after a finite time, the strategy would be as follows: 1) sample N initial conditions from the distribution that
defines the uncertainty; 2) propagate the system in time and count the number of samples that lead to an extreme
event. From an experimental perspective, this strategy would imply repeating the experiment a large number of times
in order to sample the right initial conditions sufficiently in order to estimate event statistics. The probability can be
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Table 4: Overview of computational methods able to compute the probability of extreme events.

Compute the probability of an event

Method Ref. Advantages Requirements

Adaptive
importance sampling

[124, 125] Adaptive biasing distribution
Choose a family

of biasing distributionsCross-entropy
importance sampling

[126, 127] Direct approximation of
optimal biasing distribution

Multi-fidelity
importance sampling

[128, 129] Cheap construction of
biasing distribution

Low-fidelity model
must capture rare event

Adaptive
importance splitting

[48, 130] No need for
a biasing distribution

Sample from
high-dimensional ensemble

Unstable space
sampling

[131] No need for
a biasing distribution and full runs

Identify unstable
space

Sequential
sampling

[132] Few forward runs needed Quantity of interest
depends on few parameters

estimated as

γ̂MC =
1
N

N∑
i=1

I, (2)

where N is the number of observations, and I is an indicator function set to 1 if an extreme event is observed and 0
otherwise. This estimator is unbiased, i.e. its expected value converges to the extreme event probability as N → ∞.
While this estimator is sufficient for extreme events of high probability, with a fixed number of observations N, the

relative error REMC =

√
Var(̂γMC )
γ

of this estimator can be shown to increase as the probability of the event decreases,
i.e. when the extreme event is also a rare event:

REMC =

√
1 − γ
√

Nγ
. (3)

In order to obtain a reliable estimate of probabilities, a large number of realizations will be necessary. Computing a
probability of order 10−6 with 10% accuracy therefore requires around 108 realizations. Alleviating this problem has
been the focus of intense research [134, 135] and has led to variance reduction methods for the probability estimator
used, while ensuring it remains unbiased. The following methods are the most commonly used.

• Importance sampling: One way to construct an unbiased estimator with reduced variance is by only observing
realizations that have a high chance of leading to a low-probability event. This technique is called importance
sampling [136]. In practice, this implies that samples for the simulation conditions are not drawn from the
nominal probability distribution function (PDF) of the parameters, but a biased distribution that has a higher
chance of creating an extreme event. Using the same example as above where the extreme event is driven by
uncertainty in initial conditions, instead of sampling from the PDF ρ(ξ0) of initial conditions, one would sample
from a biased distribution ρB(ξ0).

There exists an optimal biasing distribution that cancels the relative error of the estimator (see [130] for example)
which is given by

ρB(ξ0) =

 ρ(ξ0)
γ
, if ξ0 leads to an extreme event

0, otherwise
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However, sampling from this optimal distribution is not feasible as it requires to know the probability that one
wants to estimate, which defeats the purpose of the computation [133]. An alternative approach is to assume
a functional form for the biasing distribution for which the exact expression can be adjusted with parameters
that are chosen to minimize biasing criteria [124, 125, 137] (see Ref. [138] for an extensive review). Alterna-
tively, in the cross-entropy importance sampling method, parameters of the biasing distribution are adjusted to
minimize the Kullback-Leibler divergence between the biasing distribution and the optimal biasing distribution
(the one that leads to zero-variance) [126, 127]. Recently, machine-learning techniques have been used for
the approximation of the biasing distribution [139]. In particular, normalizing flows [140] have proven useful
as density estimators and are increasingly being used for the generation of events that span the phase-space
[141, 142]. In the case of very high-dimensional systems such as a CFD problem, it remains unclear how the
biasing distribution can be reasonably defined. Not only does the PDF at every point need to be adjusted, but
their joint PDF should also reflect all the physical constraints. Additionally, if the biasing distribution fitting re-
quires many samples that are expensive to collect, the cost importance sampling may remain too high. One path
to improving the feasibility of this technique was developed by Peherstorfer et al. [128, 129], where the biasing
distribution is obtained with a multifidelity approach. This methodology was applied to predict the probability
of large plate deformation due to an external load. As can be seen in Fig. 12, using the biased samples, it was
possible to observe extreme deformations more often than by using the nominal distribution of load. Crucially,
Ref. [128, 129] demonstrate a cost reduction between one and three orders of magnitude compared to single
fidelity methods.

Figure 12: Distribution of observed deformation of a plate exposed to an external load when the external load follows the nominal distribution (red
line) and the biased distribution (blue line). Reprinted from [128] with permission of Elsevier

.

Although promising, this approach relies on the fact that the extreme event can be observed with a low-fidelity
model. Designing a low-fidelity model with this capability requires to appropriately capture the dynamics of
the true system using a limited number of degrees of freedom. At the moment, there exists no robust method
that allows designing such models.

• Importance splitting: A different approach to bias the sampling distribution to increase the occurrence of ex-
treme events is importance splitting [133, 143–145]. Compared to importance sampling, importance splitting
does not require the definition of a biasing distribution, which offers several numerical advantages [146]. Here,
the goal is to find the neighborhood of initial conditions that produce extreme events. The space of initial con-
ditions is sampled based on the nominal distribution, but once a single extreme event is observed, the samples
going forward are constrained by the trajectories of observed extreme events. In general, this search is executed
in terms of levels defined with respect to the QoI. For instance, a sequence of ordered thresholds for the QoI
Q1 < Q2 < ... < Qn and Ai = {ξ | Q(ξ) > Qi}, then A1 ⊃ A2 ⊃ ... ⊃ An. In importance splitting techniques,
the simulations are sampled from Ai to find realizations spanning Ai+1 and so on. Since its introduction, one
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key challenge in such methods was the definition of the sequence of thresholds Qi. However, recent advances
allowed adaptive definition of these thresholds [48, 130]. In such cases, the realizations closest to the extreme
events are cloned while the ones that are the farthest away are pruned. This method was successfully applied
to atmospheric flows and canonical turbulent flows [47, 147]. While these methods are promising, there are
also some limitations. First, in the case of time-constrained events, there is no implied guarantee that real-
izations close to the extreme event at intermediate times will be close to the extreme events at later times. In
fact, this assumption fails for oscillating quantities of interest. Rather, the path leading to a low-probability
event should be somehow inferred before deciding whether a realization has a high chance of encountering an
extreme event. Consider the configuration shown in Fig. 13. In this configuration, a premixed CH4-air flame
(equivalence ratio φ = 1 and unburnt temperature Tu = 750 K) is placed in a periodic box and is exposed to a
turbulent flow (Reλ = 30). The goal is to find the probability of reaching large or low turbulent flame speeds
at t = 15 ms. Because this problem is deterministic, the QoI depends on the initial flow field distribution,
which is a high-dimensional quantity. A typical time-history of the turbulent flame speed is shown in Fig. 13
(top right) and can be compared to an ensemble average obtained using 50 independent realizations (bottom
right). It can be observed that the QoI of this problem is highly oscillatory, which implies that an instantaneous
large (or low) flame speed does not necessarily lead to a large (or low) final flame speed. Therefore, a naive
importance splitting could lead to erroneous results in this case. Instead, the trajectory of a QoI that leads to the
low-probability event should be estimated first, before performing any selection. In the context of deterministic
systems, a method to estimate the rare trajectory was introduced recently [148]. Second, even in the case where
low-probability trajectories might be estimated, it is still necessary to sample turbulent flow realizations, which
is itself not obvious, since the PDF of the flow field is high-dimensional and unknown in general. Such questions
should be examined to make these methods applicable to turbulent combustion systems. Importance splitting
methods require many concurrent DNS runs to explore the space reached after each threshold Qi. Compared to
importance sampling techniques, not much effort has been dedicated to multifidelity or other approaches, and
provides new opportunities.

Figure 13: Left: illustration of the flame in a box configuration. A contour of velocity is overlayed with the flame. Top right: time history of the
turbulent flame speed of one realization. Bottom right: time history mean ( ) and standard deviation ( ) of the turbulent flame speed of 50
independent realizations.

• Identify the unstable space: Instead of assuming a distribution for the input set, one can attempt to explore the
input space efficiently. In the context of spontaneous bursts (Type III-A events), one could find a reduced-order
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basis that spans instabilities to efficiently evaluate the volume of an unstable region in an attractor, which can
then be used to quantify the probability of a rare event [131]. While the framework is appealing it requires prior
understanding of the phenomenon that leads to a rare event. Furthermore, for turbulent flows, there is evidence
that the unstable tangent space of turbulent flows becomes more and more aligned with the stable tangent
space as the Reynolds number increases [149, 150]. Therefore, it may not be easy to identify a reduced-order
description of the unstable subspace in practical applications. One other promising technique was introduced by
Mohamad and Sapsis [132] for extreme events that occur in high-dimensional systems, and for which the QoI
q is a deterministic function of a small set of parameters α. These parameters are typically not controllable and
can be treated as random variables, thereby making the QoI a random variable. For a high-dimensional system,
the computational cost associated with evaluating the function q(α) can be large. If one wishes to compute
the tails of the PDF of the QoI efficiently, it is possible to find an optimal sequence of samples of α at which
the QoI function should be evaluated. This approach has been used to quantify extreme forces on an offshore
platform [132]. Since this approach is designed for high-dimensional systems, it is therefore attractive in the
context of turbulent combustion. Nevertheless, it comes with important caveats. The function q(α) should be
smooth enough to find the optimal sequence of function evaluations. In other words, the QoI should not be too
sensitive to the values of the parameters. It is not clear at the moment whether this requirement can be satisfied
in turbulent reacting systems. Further, this approach is tractable only if the number of parameters controlling
the probability of the QoI is small (of the order O(10)).

Knowing the probability of a rare event will help manage risks and weigh the relative cost of control mechanisms.
For practical applications, it should be kept in mind that the uncertainty in the probability estimate is not only due
to the variance that is being introduced by the different techniques, but also the assumptions made when computing
the probability. For example, there are parameters that need to be calibrated based on the application in importance
splitting techniques [151]. This is a modeling error that needs to be quantified and is a topic for future exploration.

4.2.4. Predict unobserved events

Table 5: Overview of computational methods able to predict unobserved extreme events.

Predict unobserved events

Method Ref. Advantages Requirements

Lyapunov weighted
dynamics

[50]
No prior knowledge

of instability mechanism

Many forward runs

Variational
probing

[51, 117] Define realizability

Simulations can have a dual role in design. A direct use is in the down selection of promising design choices.
In this sense, they provide interpolative information, whereby several small changes to the design can be studied
rapidly. Another purpose of simulations is to provide information that cannot be obtained using experiments or other
approaches. In the current context, predicting events that have not been observed, but could be endemic to the design,
will be highly informative for all types of events discussed above. In fact, the ability to predict such events will vastly
alter the conservative approach to design. Since the nature of such events is a priori not known, it is not feasible to
construct probabilistic approaches that map input uncertainty to extreme outputs of interest. Instead, the goal here is to
determine causal mechanisms that can lead to the system traversing regions of extreme values. Hence, the exploration
of phase space discussed above (Sec. 4.2.4) is not restricted to the space of input or controllable parameters, but
the entire phase space accessed by the system. Since for practical systems, the full state space can be very high
dimensional, a method to optimally explore this volume in search of extreme events is necessary. Two different
exploration methods are considered: first by directly probing the attractor, second by probing different operating
conditions. An overview of the methods is provided in Tab. 5.

23



• Probing the phase space: In practical problems, the phase space of the dynamical system is very high-dimensional.
Consequently, a brute force search without a strategy for reducing the volume searched will not be tractable.
Hence, the algorithms use some metric to minimize the search volume. For instance, Tailleur and Kurchan [50]
use the local measure of chaoticity to determine the region of interest. The chaoticity is measured using a short-
time Lyapunov exponent [152], which is obtained by running pairs of simulations that are initially slightly
perturbed from one another. The rate of divergence of the fields provides the Lyapunov exponent. A positive
and large value shows a high degree of chaoticity, and the possibility of local burst regions. Each pair is termed
a phase space walker or crawler. By using several walkers/crawlers in phase space, it is possible to isolate
outliers. This method is commonly called Lyapunov weighted dynamics and is illustrated for a two-dimensional
system in Fig. 14. Although this technique could be used for arbitrarily high-dimensional systems, it has so
far been used only in smaller systems. Furthermore, the method required on the order of thousands of con-
current simulations to explore a two-dimensional space. For turbulent combustion problems with much larger
dimension (O(109)), the computational cost may be much larger.

Figure 14: Contour denote a potential surface used to construct a dynamical system. The dots are walkers that explore the phase space in search of
the most chaotic trajectories. Such trajectories are obtained by searching for large values of short-time Lyapunov exponents. Reprinted from [50]
with permission of Springer Nature

.

In Ref. [51] which was mentioned in Sec. 4.2.2 as a method to derive precursors of extreme events, the authors
proposed to solve an optimization problem to discover instabilities in a fluid system. The technique was suc-
cessfully demonstrated in the case of a Kolmogorov flow and incompressible turbulent channel flow [117]. As
presented, the method requires the definition of a realizability condition, which was tailored for incompressible
flows. The applicability of this condition to combustion problems needs to be evaluated. Besides the realizabil-
ity requirement, since most combustion codes are not set up to compute adjoints [153], the cost of optimization
may increase significantly if brute force forward simulations are used. The success of such methods relies on
the specification of an approach for efficiently probing phase space. This attractor exploration policy would
require quantifying the probability of finding an unseen event, given the system states previously explored. The
precise definition of the probability could follow the one used in other areas of science [154]. For example, one
could define the probability for QoI to reach an extreme event if one advanced the system for n timesteps. The
exploration techniques could also be aided by prior knowledge about the structure of the phase space [155–157].

• Operating condition exploration: The attractor of the flow in a combustor does not only depend on the geometry
of said combustor but also on the way it is operated. For example, by increasing the Reynolds number starting
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from a laminar configuration, the system’s attracting set will evolve from a being a single point (steady flow) to a
multidimensional object [152]. If the operating conditions are variable and lead to anomalous events, it is useful
to explore the space of operating conditions. Since the number of such variables is small, such exploration can
be computationally tractable. Several alternative approaches to brute force search, including the identification
of critical states based on growth rates on the attractors have been developed [158]. There, it was shown that
an instability could be anticipated before observing it. However, using this method requires a particular scaling
behavior for the system.

Overall, there exist some algorithms in the literature that are capable of phase space and operating condition
exploration, especially for large dimensional systems. These methods can be envisioned as computational stress
testing that could replace expensive and destructive tests of combustors. However, their cost-effectiveness for turbulent
combustion problems has not been established. Efficient exploration techniques cannot only rely on high-fidelity
simulations and should be adapted to also use lower fidelity models. Since model development on the combustion
side has not focused on extreme events, such a route is not feasible currently.

4.2.5. Obtain bounds on quantities of interest

Table 6: Overview of computational methods able to derive theoretical bounds of quantities of interest.

Obtain bounds on quantities of interest

Method Ref. Advantages Requirements

Auxiliary function [159] Sharp bounds on
arbitrary time averages

Ordinary differential equation

Variational
method

[160, 161] Construct optimal (extreme)
high-dimensional field

Incompressibility

Background
method

[162] Bounds on the average dissipation rate Incompressibility

Forward Lyapunov vectors [163] Optimum attained in single run Integration of tangent operator
over long time

In some systems, it might be possible to obtain bounds on quantities, without having to explore the phase space
directly. For instance, this is particularly relevant for events driven by uncertainty in initial conditions. In the context
of high altitude relight (Sec. 3.3), the ignition time is a quantity of interest. The goal is to minimize the time to
re-ignite the combustor. However, due to the uncertainty in operating conditions, there might be significant variations
in the re-ignition time. One of the computational targets could be to predict the distribution of ignition times. These
problems can be recast as determining the bounds of the QoI, which makes them amenable to optimization-based
approaches. Two such techniques are as follows (summarized in Tab. 6):

• Bounding QoI: Before direct numerical simulations became routine in fluid mechanics, there had been many
efforts dedicated to obtaining analytical bounds on certain flow field quantities such as friction factor or energy
dissipation [162, 164] or the drag coefficient of bluff bodies [165]. More recently, optimal bounds for heat
transport in Rayleigh-Bénard flows have been developed [160]. It was shown in a subsequent work [159] that
even long-time averages of certain QoIs can depend on initial conditions. Similarly, other studies have optimized
the best mixing attainable constrained on the amount of energy input to the system [166, 167]. Figure 15 shows
results from [166] where a passive tracer is optimally mixed in a two-dimensional box in a divergence-free flow,
starting from a sinusoidal distribution in one direction. While these studies are specific to incompressible flows,
extensions to variable-density reactive flows need to be pursued.

• Optimal perturbation growth rate: For events driven by initial conditions variations, it can be useful to formulate
an optimization problem to find the minimal-perturbation that can cause an extreme event. More formally, the
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Figure 15: Evolution of a two-dimensional scalar field that mixes from t = 0 to t = 1 using an optimal mixing strategy starting from a sinusoidal
distribution. Reprinted from [166] with permission of Cambridge University Press

.

optimization problem can be formulated as follows: given a fixed energy E for a disturbance δξ that can be
added to the flow at time t = 0, given a time interval [0,T ], find the optimal initial disturbance such that the QoI
grows the most over the time interval:

arg max
δξ

f (δξ) = {
Q( ξ′(T ) )
Q( ξ′(0) )

| ξ′(0) = ξ(0) + δξ; E(δξ) = E0}. (4)

Such an optimization procedure can be conducted for 3D flows and has been used to study the transition to
turbulence (see Ref. [161] and references therein). In the above formulation, the energy E refers to the kinetic
energy which is also the QoI. However, such constrained optimization can be applied to any QoI. This approach
is central to weather prediction, where bounds in the forecast are routinely obtained by estimating the fastest-
growing perturbation. For instance, this approach is implemented within the European weather forecasting
model [163]. Here, a coarse representation of initial conditions is obtained from satellite observations and other
sensor data. The optimal growth rate is used to estimate the impact of the uncertainty in initial conditions on
weather prediction. Starting from a baseline initial condition (the best guess), the tangent linear operator of
the dynamical system ∂F

∂ξ

∣∣∣∣
ξ

is computed over time to find the optimal initial perturbation whose amplitude will

grow the most.

These methods have been successfully demonstrated in the context of high-dimensional systems and are there-
fore good candidates for rare events driven by initial conditions in turbulent combustion problems. Note how-
ever that the implementation of such tools can be intrusive in existing combustion codes. In particular, the
tangent operator cannot always be obtained easily.

4.2.6. Revise the design of a device
This question requires understanding the cause of an extreme event, for which it is necessary that observational

data already exists. Hence, these questions can be dealt with in a data-sufficient environment, provided that methods
exist to isolate extreme events and their causal mechanisms from large amounts of data, much of which will contain
only nominal events. Here, both data-driven tools and dynamical systems approaches are feasible. An overview of
methods to identify the cause of an extreme event is provided in Tab. 7.
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Table 7: Overview of computational methods that can be used to infer the cause of an extreme event.

Revise the design of a device

Method Ref. Advantages Requirements

Conditional averaging
of extreme events

[168]
Interpretable path
to extreme event

Many observations of
extreme event

Reduced order model
of extreme path

[72, 112] Large differences between paths

Sparse sensing [169] Done with only forward runs Interpretation of sensors
and many observations

Visualize unstable manifold [152, 156, 170] Efficient methods for
computation of Lyapunov vectors

Interpretation of Lyapunov vectors

• Trajectory analysis: The purpose of these tools is to use data to classify trajectories that lead to extreme events.
In other terms, one can isolate the trajectory that a system follows when it reaches an extreme state. In this
vein, the method of instanton filtering [168] has been used for Burgers equations with a stochastic source term.
There, the goal was to find the initial conditions leading to the solution with the largest velocity gradient. This is
achieved by averaging the initial conditions obtained with several successful runs leading to the desired velocity
gradients. More formally, let the extreme event be q < Q at time t = T . For t < T , a conditional average of the
paths that lead to this extreme event is obtained as

ξ(t) = {E(ξ(t)) | Q(ξ(T )) < Q}. (5)

Other data analysis tools that are used to approximate the phase space trajectory of the system can also be
used to understand how an extreme event occurs. The cluster-based reduced-order modeling approach [112]
or symbolic dynamics approach [113] mentioned in Section. 4.2.2 effectively provides a map describing how
transitions occur in a flow. This has been recently used to analyze the transition mechanism of flames in swirl
combustors [72]. This process is shown in Fig. 16. The trajectory extracted can be used with domain knowledge
to infer the cause of an extreme event. However, like most data-based approaches, it requires many observations
of the event.

• Discriminant analysis: Given many observations of normal and anomalous conditions, one can pinpoint the
main differences by using a sparse sensing approach along with a discriminant analysis [171]. This procedure
was applied to identify the cause of ignition failure in a lab-scale combustor [169]. Constructing a relevant
discriminant requires many high-fidelity function evaluations. For instance, on the order of O(100) were used
in Ref. [169]. It was found that interpretation of the discriminant analysis may be difficult when the differences
between normal and anomalous conditions are small. Nevertheless, when supplemented with additional analysis
to confirm or infirm interpretation, the discriminant analysis was successful at guiding causality inference in a
high-dimensional turbulent combustion problem.

• Extract unstable regions of the manifold: The last strategy to understand how extreme events occur is to perform
a perturbation analysis of the flow field by using the Lyapunov theory (this was briefly discussed in the context
of phase space exploration in Sec. 4.2.4). The Lyapunov theory characterizes the tangent operator of the system,
i.e., the propagation of perturbations applied to a system. The deterministic dynamical system written in Eq. 1
can be rewritten for infinitesimal perturbations δξ as:

dδξ
dt

∣∣∣∣
ξ

=
∂F

∂ξ

∣∣∣∣
ξ
δξ, (6)

which can now be solved given an initial condition, δξ0. This solution can then be decomposed into a series
expansion in terms of Lyapunov vectors (LVs) and Lyapunov exponents (LEs) [172, 173]. The LEs characterize
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Figure 16: Mechanism leading to flame detachment in a swirl combustor obtained using a clustering strategy on two-dimensional experimental
data. The flow goes from bottom to top. Contours indicate the axial velocity and are overlapped with an isoline of OH PLIF data. Arrows indicate
paths between each pattern. Light-colored arrows indicate high probability paths. Dark-colored arrows indicate small probability paths. Reprinted
from [72] with permission of Taylor & Francis Ltd (www.tandfonline.com)

.

the rate at which the LVs grow and rank the perturbations with regard to their contribution to the chaotic nature
of the flow field. Different types of Lyapunov vectors can be used and either describe perturbations to which
a system is sensitive (forward LV) or the response of the system to perturbations (backward LV). To compute
these quantities, several algorithms have been devised [172, 174, 175]. The Lyapunov vectors can then be
correlated to physical phenomena to explain the cause of instabilities. This approach was used by Hassanaly
and Raman [156] in the context of turbulent combustion to identify flame extinction and reignition as a large
contributor of chaos. Such information could be crucial for understanding how spontaneous and forced extreme
events are triggered in turbulent combustion systems.

The LEs and LVs are defined in the long-time limit only. Nevertheless, useful information can also be extracted
from the short-time counterpart of the Lyapunov spectrum. Vastano and Moser [152] found from the short-time
LV that Kelvin-Helmholtz instability led to the onset of chaotic behavior in the Taylor-Couette flow. Similarly,
the generation of instabilities in Couette turbulence [170] and Rayleigh-Bénard convection [176] was explained
in great detail using covariant LVs. Note that these approaches require the convergence of LV and are more
suited for extreme events related to the long-time behavior of the system (Type III), than the ones that are short-
lived (Type II). While one may want to compute many Lyapunov vectors for an extensive characterization of
the dynamical system [156, 173], computing the first vector which characterizes the fastest growing instabilities
can be obtained at the cost of two concurrent DNS evaluations [172].

Lyapunov analysis can be a powerful tool for chaotic flows. However, it requires detailed simulations that
capture the dynamics of interest in the flow field. As a result, this approach can become expensive for turbulent
combustion problems. Additionally, some numerical issues specific to variable-density flows need to be handled
appropriately [155]. Nevertheless, the breadth of literature on this topic makes it an interesting candidate for
the immediate analysis of extreme events in turbulent combustion systems.
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5. Future challenges and recommendations

The above discussion shows that extreme events analysis can be a powerful approach to changing the design
mindset in the industry. By understanding combustor failure from a computational standpoint, it would be possible
to develop less conservative designs. Other fields of engineering and science, most notably weather forecasting,
have embraced extreme events modeling as a prime analysis approach. This has helped focus modeling and research
priorities, and has provided valuable insights that are not obtainable from analyzing just the average behavior of
systems. More importantly, there appear to be many commonalities in how such extreme events arise, through what
can be broadly classified as emergent behavior due to the synchronization of different elements of the system. For
instance, [177] have studied extreme events that are triggered when multiple coupled neurons can synchronize, or
in [178] where energy grid blackouts can occur because of the same synchronization mechanism. Such behavior is
reminiscent of the emergence of thermoacoustic instabilities [83, 179].

Given that studying extreme events provides a new approach to gaining insight into complex systems, there is
a need for a research strategy moving forward. Below, some essential pathways are identified in an effort to start a
discussion on this important topic.

5.1. Develop low-fidelity tools that capture extreme events

At the moment, most numerical tools mentioned in Sec. 4 require to capture with some model the dynamics of
the real system that exhibits an extreme event. For example, the computation of the probability of the extreme event
requires to be able to observe some realization of this event. Any attractor exploration technique requires that the
structure of the attractor is correctly captured. In turbulent combustion problems, the only way to do so is to resolve
all the dynamics using direct numerical simulations (DNS). This approach is not acceptable for realistic systems which
can be governed by a large range of length and time scales.

Therefore, there exists a crucial need to develop low-fidelity models of turbulent combustion that still capture
extreme events and the correct response of the system to perturbations. Note that these models do not need to represent
all the dynamics of the system, but the most important ones that eventually lead to an extreme event. Thus, the
development of low-fidelity models that can capture extreme events goes hand-in-hand with a better understanding of
the process through which these events occur. For thermoacoustic instabilities, flame describing functions (FDF) and
flame transfer functions (FTF) [84] are useful in this direction. For other types of extreme events, it is not clear how
to accurately design low-fidelity models. The most straightforward techniques such as decreasing the mesh cell count
were found to affect, to some extent, the dynamics of the system even when the lower-order statistics are correctly
captured [156].

In particular, developing methods that can follow individual realizations rather than statistical measures is es-
sential. In this context, approaches based on manifolds may be useful [64, 157, 180]. Other approaches, such as
reduced-order modeling (ROM) could be used to construct representations that specifically target extreme events.
When developing such models, quantifying the uncertainty introduced by model reduction becomes important [7].
Further, current approaches to model validation may not be viable when dealing with such extreme event statistics.
For instance, Hassanaly and Raman [181] recently showed that while well-established forcing techniques for simulat-
ing homogeneous isotropic turbulence yield similar low-order statistics, the dimensions of the attractor, and hence the
resulting dynamics may vary.

5.2. Develop rare events tools for turbulent combustion

While there exists a large number of tools to probe different aspects of rare and extreme events (Sec. 4), their direct
utilization in the field of turbulent combustion is not straightforward. Many of these tools have been developed for
low-dimensional problems, and cannot be extended to practical systems at all. Others, such as the optimal transport
discussed in Sec. 4.2.5, assume incompressibility or other constraints to enable such analysis. Hence, there exists a
wide range of opportunities to develop tools for combustion applications.

The impact of such tools could have effects in a wide variety of fields. Indeed, turbulent combustion continues
to serve as a prototype for complex physics problems. For instance, the National Nuclear Security Agency (NNSA)
has supported a predictive science research focus for more than two decades, often using combustion as a surrogate
problem for the range of physics needed for nuclear stockpile stewardship. As a result, tools initially developed in the
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context of combustion physics are now used in many different fields. Likewise, the study of rare and extreme events
in combustion physics could translate to significant advances for other high-dimensional complex systems.

Part of developing such computational frameworks also involves identifying validation experiments and configu-
rations. Here again, the broad range of diagnostic tools available to probe combustion physics makes this field an ideal
candidate for studying extreme events. Nevertheless, currently available tools are often limited to capturing statistical
measures. Establishing experimental techniques for low-probability events is essential. Given that a direct approach
to recreating such events is practically intractable, innovative approaches to reproducing the causal mechanisms or
measurements that expose the phase space characteristics of the flow would be indispensable.

5.3. Model the triggers of extreme events

Among the triggers of extreme events provided in Sec. 3.3, it was shown that some perturbations could make the
system strongly deviate from normal conditions. In order to model the response of the system to such perturbations,
it is necessary first to model these external variations. While there have been attempts to provide more detailed
boundary conditions to high-fidelity combustion tools [182, 183], modeling such triggering events requires more
information on the nature of such processes. For instance, in the high-altitude relight problem (Sec. 3.3), the ignitor
that provides the necessary high enthalpy ignition source may itself exhibit considerable variability. The level of detail
and quantification of related uncertainties is a major modeling challenge.

However, there is a more subtle notion involved here. Currently, combustion models are developed based on the
flow physics present inside the combustor. When external variations can introduce large changes to this flow structure,
it becomes necessary that models are sensitive to such perturbations. In this context, models that are regime agnostic
[184–186] or those that can adapt to different operating conditions [187–190] are more suitable. In some cases, the
flow regime itself can be changed. For instance, in deflagration-to-detonation transition, the flow field is initially
subsonic but can become supersonic after the transition. Hence, not only is the modeling of external perturbations
important but also the ability of the combustion models to respond to these changes.

5.4. Focus research efforts on the phase space structure

The approach to modeling in turbulent combustion has followed the statistical path not only because it is useful but
also because it provides an intuitive description of the extreme complexity in flow physics. In particular, the concept
of filtering or statistical averaging delineates the terms in the governing equation that require modeling. However,
data-driven tools have embraced dynamical systems or phase space driven approach, whereby the treatment of the
modeling problem as a description of the structure of the phase space is most straightforward. As machine learning
and data-driven approaches are integrated into modeling, there is a need to rethink the notion of statistical modeling.

In particular, many tools for probing extreme events could be greatly improved through a priori knowledge about
the structure of phase space. For instance, being able to infer the local phase space structure (dimension, volume, and
orientation of the stable manifolds, for instance) can vastly accelerate the search for extreme events. It would also be
useful in creating biased sampling approaches (see Sec. 4.2.3). Even information on the dimension of the attractor
has not been explored for many canonical closed flows. As an example, it was found that the lower bound of this
dimension is far less than the theoretical estimates for the well-studied Sandia flame series [156].
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